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Head nod is one of the most commonly produced bodily signals in interaction, used by both 
signers/speakers and addresses during face-to-face communication. Head nod is associated with a 
number of different functions in communicative interaction such as affirmation, emphasis, and 
feedback among other (McClave 2000; Cerrato 2005; Pupponen et al. 2015). Sign languages linguists 
have so far described head nods as aspectual or prosodic non-manual markers to signal clause and 
constituent boundaries and to mark phonological and intonational phrases in signed narratives (Liddell 
1980; Nespor & Sandler 1999; Volk & Herrmann 2021; Wilbur 2021). However, most claims about the 
phonetic properties of head nods have been based on manual annotation without reference to 
naturalistic text types and the head nods produced by the addressee have been largely ignored (with 
notable exception of Pupponen et al. 2015; Mesch 2016). We thus lack detailed information about the 
phonetic properties of addressee’s head nod and not much is known about their interaction with 
manual elements. This study presents findings about the phonetic properties of the addressee’s head 
nods in natural dyadic signed interaction. The aim is to establish whether head nods serving different 
functions in interaction vary in their phonetic characteristics and in the co-occurrence with manual 
items. We hypothesize that affirmation nods differ from feedback nods. 
 
To test the hypothesis, we combine manual annotation in ELAN with quantitative analysis of body pose 
information generated using the computer vision (CV) toolkit OpenPose (Cao et al. 2019) to extract 
head nod measurements from video recordings and examine head nods in terms of their duration, 
amplitude and velocity. For this study we use data from German Sign Language (DGS) (the Public DGS 
Corpus (Konrad et al. 2020)) and Russian Sign Language (RSL) (Burkova 2015; Bauer & Poryadin 2023). 
 

 
Figure 1: Visualization of head nods. 
 
We investigate approx. 2 hours of naturalistic dyadic interaction per language and identify more than 
600 occurrences of nods in each dataset. While the quantitative data analysis for RSL is ongoing, results 
from the analyis of the DGS sample show that feedback nods are on average slower in production and 
smaller in amplitude than affirmation nods, and they are commonly produced without a co-occurring 
manual element. Our cross-linguistic analysis reveals similarities between the two sign languages. We 
attribute the variations in phonetic properties of head nods to the distinct roles these cues fulfill in the 
turn-taking system of signed interaction. 
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